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ABSTRACT

This paper studies the effects of low and negative interest rates in the euro area on a wide range of macroeconomic and financial variables and documents the changes in the monetary transmission mechanism once the policy rate reaches the zero lower bound (ZLB). To that end, we employ a set of non-linear time series frameworks, namely a time-varying parameter structural vector autoregression with stochastic volatility and non-linear local projections and perform identification via both sign restrictions and high frequency information approaches. Our findings suggest that the policy rate has continued to support the aggregate demand in the euro area even in sub-zero territory. Despite that, we find that the reaction of inflation and its expectations has significantly deteriorated in the post-ZLB period. Regarding the transmission mechanism, we show that policy rate cuts below zero have a more persistent impact on the term structure and interest rate expectations. In addition to that, our results suggest that negative interest rates do not cause a contraction in lending despite the disconnect of lending rates from the policy rate. In general, our findings contribute to the growing list of literature which questions the empirical relevance of the ZLB.
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1. INTRODUCTION

Conventional wisdom suggests that standard monetary policy measures, i.e. policy rates become ineffective once they reach the zero lower bound (see e.g. Keynes (1936), Hicks (1937), Krugman (1998) and Eggertsson and Woodford (2006)), as banks would be unwilling to charge negative interest rates on deposits to avoid their outflow because agents would switch to cash. In addition, Brunnermeier and Koby (2018) theorize that negative policy rates might even be contractionary due to erosion in bank profitability via narrower net interest margins which subsequently cause a contraction in lending. This view is also echoed in Eggertsson et al. (2017), arguing that two important channels of monetary policy break down when the policy rates hit the ZLB: intertemporal substitution (because deposit rates are sticky at zero) and bank lending (due to a significant decline in pass-through of policy rates to lending rates). The notion of liquidity trap also plays an important role in standard New Keynesian DSGE models as the economy loses its main adjustment mechanism. Thus, the evidence emanating from this class of models suggests that the capability of monetary policy is significantly affected when nominal interest rates approach the ZLB (see e.g. Evans et al. (2015) and Gust et al. (2017)). Despite these arguments, central banks in the euro area, Japan, Sweden, Denmark and Switzerland have employed negative interest rate policies in the past decade for the first time in central banking history. In this paper, we focus on the effects of sub-zero policy rates in the euro area where the ECB first cut the deposit facility rate to zero in July 2012 and then moved it into negative territory in June 2014 to combat the disinflationary pressures.

The existing empirical evidence from the euro area suggests that the relevance of the ZLB is questionable as standard monetary policy tools remain effective in negative territory, although with some differences in the transmission mechanism. For instance, Altavilla et al. (2019b), using the euro area bank- and firm-level microdata, show that the transmission mechanism is not impaired once the ZLB is binding, because healthy banks are able to pass negative rates on to corporate deposits without the outflow of deposits. As there is no contraction in funding, those banks are also able to increase lending. However, the authors emphasise that the real effects of negative interest rates mainly emerge from firms rebalancing liquid assets towards tangible and intangible assets to avoid paying interest on their deposits, thus increasing investment. While they do confirm the findings of Eggertsson et al. (2017) that policy rate cuts below the ZLB do not translate into lower borrowing costs, Altavilla et al. (2019b) argue that bank lending channel remains active due to lower provisions for non-performing loans, which in turn increases the supply of credit. Similar findings are also reported in Klein (2020), suggesting that the NIRP has squeezed net interest margins of the euro banks, but they have reduced the adverse effects by increasing lending. Thus, it seems that negative interest rates are mainly transmitted through credit quantities rather than lending rates.

Moreover, Rostagno et al. (2019) show that negative policy rates lower interest rate expectations, as the central bank thereby removes the non-negativity restriction and signals that future policy rate cuts are possible. Adding to the evidence on changes in post-ZLB monetary transmission mechanism, Altavilla et al. (2019a) empirically show that policy rate cuts in negative territory have a much more persistent impact on the term structure compared to a rate cut in a positive interest rate environment.
At the same time, empirical literature regarding the aggregate effects of sub-zero policy rates in the euro area is notably scantier. Some evidence can be found in Rostagno et al. (2019), showing that the NIRP has exerted a considerable impact on the euro area output and inflation and has played an important role in the overall policy package, reinforcing the effects of both asset purchases and forward guidance. However, a potential downside of their approach is that they employ a linear VAR framework, but the evidence from Klein (2020) suggests that non-linearities come into play when policy rates enter negative territory; therefore, the findings of Rostagno et al. (2019) could be subject to the Lucas critique. Lhuissier et al. (2020) also empirically question the relevance of the ZLB, but they do not discriminate between policy rates and other non-standard monetary measures used since interest rates reached the zero bound. In our paper, we follow a similar approach, i.e. we compare the impulse responses to monetary policy shock before and after the zero bound, but we do so in a non-linear framework and focus particularly on the impact of sub-zero policy rates.

Hence, our study expands the literature on low and negative policy rates in the euro area as follows: first, we assess their impact using a set of non-linear time series frameworks, namely a time-varying parameter structural vector autoregression with stochastic volatility (TVP-SVAR-SV) and non-linear local projections (NL-LP), and perform identification via both sign restrictions and high frequency information approaches. This ensures that our findings are robust regarding both the method of generating non-linear impulse responses and the choice of identification strategy. Second, we study their effects on a wide range of macroeconomic and financial variables to analyse the changes in monetary policy transmission mechanism once the policy rate enters negative territory. Finally, we devote significant attention to the analysis of potential side effects which are often associated with a prolonged period of low and negative interest rates. Specifically, we study whether they trigger adverse effects on bank profitability, property prices or bank deposits.

Our findings show that the policy rate has continued to support the aggregate demand in the euro area even in sub-zero territory; however, the price pressures have significantly tailed off due to lower inflation expectations. Regarding the changes in the transmission mechanism, we confirm the findings from existing literature that policy rate cuts below zero have a more pronounced effects on the term structure via lower interest rate expectations, as the central bank thereby removes the non-negativity restriction and signals that future policy rate cuts are possible. However, our results indicate that the more powerful propagation through the term structure has not led to lower borrowing costs, as lending rates are no longer responsive when policy rates are below the zero bound. Despite the disconnect of lending rates from the policy rate, our findings suggest that negative interest rates do not cause a contraction in lending. Concerning the side effects, we find limited empirical evidence to suggest that they have adversely affected bank profitability, property prices or bank deposits.

The paper is further structured as follows. Section 2 describes the econometric models, data and identification strategy used to pin down the effects of negative policy rates. Section 3 presents the results and discusses the alterations in the transmission mechanism, while Section 4 examines the potential side effects of sub-zero policy rates. Section 5 is devoted to robustness checks of our findings. Finally, Section 6 concludes.
2. ECONOMETRIC FRAMEWORK

To analyse the propagation of policy rate shocks below zero and the respective changes in the monetary transmission mechanism, we compare the impulse responses to monetary policy shock in periods when they are in positive and negative territory, i.e. pre- and post-ZLB. To that end, we employ two different non-linear econometric frameworks: TVP-SVAR-SV and NL-LP. First, we consider the TVP-SVAR-SV. The advantage of this framework over other non-linear VARs, e.g. Markov-switching or threshold VARs, lies in agnosticism towards possible structural changes in the sample considered, as it does not require to set a specific number of regimes ex ante. This property is particularly appealing for our application, as the move of policy rates into negative territory can potentially lead to significant but uncertain structural changes in the economy and policy rules. Also, given that we focus on the euro area, time variation in both the parameter space and the error variance-covariance matrix is very useful due to its exposure to large shocks (the Great Recession and sovereign debt crisis) and the change in the monetary policy regime, as sub-zero policy rates have been used alongside asset purchases and forward guidance. Additional advantage of time-varying setup over discrete break models is that it allows to track the response of economy when the policy rate transitions from positive territory to zero and to increasingly more negative rates.

Second, we simultaneously cross-check the estimates of the TVP-SVAR-SV with the NL-LP along the lines of Jordà (2005) which provides a flexible approach for modelling non-linearities and has been frequently used in recent literature to study the state-dependent effects of monetary policy (Tenreyro and Thwaites (2016), Alpanda et al. (2019)). Regarding the identification strategy, we utilise both the sign and zero restrictions of Arias et al. (2018) as well as their fusion with high frequency information approach à la Jarociński and Karadi (2020). The use of alternative frameworks for deriving non-linear impulse response functions and identification strategies helps to ensure that our results regarding the efficacy of negative interest rates and the relevance of the ZLB are neither model- nor identification strategy-specific.

2.1 Time-varying parameter structural vector autoregression with stochastic volatility

We start our analysis by considering a SVAR model with time-varying coefficients and the error covariance matrix along the lines of Primiceri (2005) and Gambetti and Musso (2017). For \( t = 1, \ldots, T \) let \( y_t \) denote a vector of endogenous variables which evolve according to:

\[
y_t = C_t + A_{1,t} y_{t-1} + \ldots + A_{p,t} y_{t-p} + \epsilon_t
\]

where \( C_t \) is an \( n \times 1 \) vector of constants, \( A_j (j = 1, \ldots, p) \) is an \( n \times n \) array of coefficients related to the \( j \)-th lag and \( \epsilon_t \) is an \( n \times 1 \) structural error vector with zero mean and diagonal time-varying variance-covariance matrix \( \Sigma_t \). For convenience, suppose that we stack matrices of SVAR coefficients from equation 1 into vector \( \theta_t = \left( C_t, vec(A_{1,t}), \ldots, vec(A_{p,t}) \right) \). The time variation of coefficients is then modelled as random walk process:

\[
\theta_t = \theta_{t-1} + \nu_t \quad \nu_t \sim N(0, \Omega)
\]

where \( \nu_t \) is white noise vector with covariance matrix \( \Omega \).
Additionally, given the potential changes in the propagation of monetary policy shock when the policy rates hit the ZLB, thus making the residuals not identically distributed across time, we also allow the error covariance matrix to be period-specific. Stochastic volatility is modelled as follows:

$$\Sigma_t = F_t A_t F_t'$$

(3)

where $F_t$ is a lower triangular matrix with a unit diagonal and $A_t$ is a diagonal matrix with elements denoted by $\exp(\lambda_{i,t})$ and the log-volatilities $\lambda_{i,t}$ following the AR(1) process:

$$\lambda_{i,t} = \gamma \lambda_{i,t-1} + \nu_{i,t} \quad \nu_{i,t} \sim N(0, \phi_i)$$

(4)

where $\gamma$ is a persistence parameter set to 0.85 for every variable included in the model and $\nu_{i,t}$ is a white noise error with covariance matrix $\phi_i$. Contrary to adopting the random walk assumption of Cogley and Sargent (2005) and setting $\gamma = 1$, we choose a slightly lower value for $\gamma$, since random walk assumption implies that shifts in volatility become permanent and it doesn’t revert to its long-run value. Key macroeconomic variables like the real GDP and inflation will typically have higher volatility during recessions but will return to their long-run values once the economic turbulence calms down. However, Primiceri (2005) demonstrates that the choice of $\gamma$ has a negligible impact on the results.

We make the following assumptions about the prior distribution in our TVP-SVAR-SV:

$$\pi(\theta | \Omega) \sim N(0, \Omega_0)$$

$$f_{-1}^{-1} \sim N(f_{-1}^{-1}, Y_{10})$$

$$\pi(\lambda_i | \phi_i) \sim N(0, \phi_0)$$

$$\pi(\omega_i) \sim IG\left(\frac{x_0}{2}, \frac{\psi_0}{2}\right)$$

$$\pi(\phi_i) \sim IG\left(\frac{\alpha_0}{2}, \frac{\delta_0}{2}\right)$$

(5)

where $f_{-1}^{-1}$ denotes the vector in the $F^{-1}$ matrix containing the non-zero and non-one elements with mean $f_{-1}^{-1}$ and covariance $Y_{10}$ for $i = 2, \ldots, n$, $\omega_i$ are diagonal entries in the $\Omega$ matrix with the $x_0$ and $\psi_0$ denoting the hyperparameters governing the shape and scale of variance. In order to make the prior non-informative, we set $x_0 = \psi_0 = 0.001$. Similarly, $\alpha_0$ and $\delta_0$ are hyperparameters related to the variance of volatility which are set to $\alpha_0 = \delta_0 = 0.001$. Parameters $\Omega_0$, $f_{-1}^{-1}$, $Y_{10}$ and $\phi_0$ are set equal to their OLS estimates from a time-invariant SVAR.

In the benchmark specification, the model includes five quarterly variables: output, inflation, the exchange rate, equity prices and the short-term interest rate. The model is estimated with the data sample covering the period from the first quarter of 2000 to the second quarter of 2019, and all variables enter the model in form of first differences of their log-levels, with the exception of the interest rates which enter as first differences of levels. The lag order is set to 2.

For identification, we employ the sign and zero restrictions of Arias et al. (2018), with a summary of our identifying restrictions provided in Table 1. We use a rather standard set of restrictions to identify the impact of a policy rate cut. Following
economic theory, an interest rate cut induces an increase in stock prices, as the expected value of future dividends rises due to higher aggregate demand and lower discount rates. This restriction also helps to disentangle pure monetary policy shock from central bank information shocks, as suggested by the empirical analysis of Jarociński and Karadi (2020) which shows that stock prices can react to monetary policy announcements counter to the theory due to contamination from the news shocks.

Table 1
Identification restrictions in the TVP-SVAR-SV

<table>
<thead>
<tr>
<th>Shock</th>
<th>Real GDP</th>
<th>HICP</th>
<th>EONIA</th>
<th>Euro Stoxx 50</th>
<th>EUR/USD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregate demand</td>
<td>+</td>
<td>+</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aggregate supply</td>
<td>+</td>
<td>–</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monetary policy</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td></td>
<td>–</td>
</tr>
</tbody>
</table>

We also impose that the exchange rate depreciates following the expansionary monetary policy shock as the standard uncovered interest rate parity mechanism would imply – interest rate differentials induce international capital flows affecting the exchange rate movements. However, in order to remain agnostic about the real effects of policy rates, we leave the responses of real GDP and HICP inflation unrestricted. Additionally, we identify aggregate demand and supply shocks to control for the effects stemming from the business cycle disturbances. Those shocks are orthogonalised from monetary policy disturbance via the zero restriction on the EONIA, assuming that the central bank cannot contemporaneously react to real shocks. All restrictions are imposed to hold on impact only.

2.2 Non-linear local projections

As our second model, we employ non-linear local projections in the spirit of Jordà (2005). In essence, this method constructs impulse response functions as a series of regressions for each dependent variable and horizon $h$:

$$
\begin{align*}
    x_{t+h} &= l_{t-1}[\alpha_{A,h} + \psi_{A,h}(L)z_{t-1} + \beta_{A,h}shock_t] \\
    &+ (1 - l_{t-1})[\alpha_{B,h} + \psi_{B,h}(L)z_{t-1} + \beta_{B,h}shock_t] + \epsilon_{t+h}
\end{align*}
$$

(6)

where $x$ are the dependent variables (the same set used in the TVP-SVAR-SV), $\alpha$ is the constant, $\psi_h(L)$ is a polynomial in the lag operator optimised via BIC criterion with the maximum lag order set to 4, $z$ is a vector of control variables, $shock$ is the identified MP shock and $l \in \{0, 1\}$ is a dummy variable indicating the state of the system when the shock hits. In our case, we use narrative information to identify the states, namely we assume that the ZLB has been binding in the euro area since the ECB first cut the deposit facility rate to zero in July 2012, so we set $l$ to take the value of 1 from the third quarter of 2012 to the second quarter of 2019 and 0 in pre-ZLB period from the first quarter of 2000 to the second quarter of 2012. However, a potential drawback of generating the impulse responses via the local projection approach is that the successive leading of the dependent variable can lead to serial correlation in the errors. To overcome this issue, we use the Newey-West correction for the standard errors (Newey and West (1987)). All variables enter the model in log-levels, except interest rates which enter in levels, in line with local projections literature (e.g. Ramey and Zubairy (2018), Alpanda et al. (2019)).
The monetary policy shock series is obtained via high frequency identification approach, using the high frequency co-movement of interest rates, stock prices and exchange rate around the ECB policy announcements. This approach has been widely used to study the effects of the US monetary policy for nearly two decades (see Kuttner (2001), Cochrane and Piazzesi (2002), Gürkaynak et al. (2005), Gertler and Karadi (2015) and Nakamura and Steinsson (2018)), while the literature focusing on the ECB monetary policy has been more limited due to the lack of easily available, high quality database containing high frequency surprises around policy announcements. Still, this identification strategy has become increasingly more widespread for studying the effects of monetary policy in the euro area as well (see Andrade and Ferroni (2020), Altavilla et al. (2019a), Jarociński and Karadi (2020) and Holm-Hadulla and Thürwächter (2020)).

In this paper, we obtain high frequency surprises from the Euro Area Monetary Policy Event-Study Database (EA-MPD), a high quality database containing the responses of a broad set of financial variables to the ECB policy announcements created and made publicly available by Altavilla et al. (2019a). We use the Press Release Window where the surprises are measured as a change in the median quote from the window 13.25–13.35 before the press release to the median quote in the window 14.00–14.10 after it. The short time period ensures that the identified monetary policy shock series is orthogonal to other non-monetary shocks hitting the economy. However, Andrade and Ferroni (2020), Kerssenfischer (2019) and Jarociński and Karadi (2020) have empirically showed that high frequency surprises around policy announcements are contaminated with the central bank information shocks because central banks provide news not only about monetary policy but also about the state of the economy during announcements. To control for the information effect, we follow their approach and isolate it from pure monetary policy shock via sign restrictions. In the first step, following Jarociński and Karadi (2020), we include high frequency surprises into the VAR and ensure that they do not depend on their own lags:

\[ m_t = a_0 + \sum_{j=1}^{p} 0 m_{t-j} + \epsilon_t \]  \hspace{1cm} (7)

where \( m_t \) are the high frequency reactions of the 3-month OIS rate, Eurostoxx 50 and EUR/USD exchange rate to policy announcements. Our choice of the 3-month OIS rate as a monetary policy instrument is identical to Jarociński and Karadi (2020) and is motivated by the evidence from Altavilla et al. (2019a) that policy rate cuts have larger impact on the short-end of the term structure. This allows us to distinguish standard monetary policy actions from non-standard measures like forward guidance and asset purchases which have a larger impact on medium- and long-term maturities. The VAR is estimated on a quarterly basis from the first quarter of 1999 to the second quarter of 2019 with standard Bayesian techniques by specifying an independent Normal-Wishart prior. Given the fact that several announcements take place during quarter \( t \), the daily surprises are summed up which is a standard approach in the high frequency identification literature (see e.g. Andrade and Ferroni (2020),

\[ \text{We set the AR coefficient of the prior to 0, overall tightness } \lambda_1 = 0.1, \text{ cross-variable weighting } \lambda_2 = 0.5, \text{ lag decay } \lambda_3 = 1 \text{ and block exogeneity shrinkage } \lambda_5 = 0.001. \]
Kerssenfischer (2019), Hachula et al. (2020)). In the second step, we apply the sign restrictions algorithm of Arias et al. (2018) with the following identifying restrictions.

Table 2
Identification restrictions used in high frequency information approach

<table>
<thead>
<tr>
<th>Shock</th>
<th>3-month OIS</th>
<th>Euro Stoxx 50</th>
<th>EUR/USD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monetary policy</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Central bank information</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Pure monetary policy shock is disentangled from the central bank information shock following the logic of Jarociński and Karadi (2020). Pure monetary easing is assumed to boost stock prices as it inflates the expected value of future dividends, while a negative information shock entails a fall in stock prices because a policy rate cut signals that the business cycle is weaker than expected, depressing dividend expectations. Thus, those two shocks embedded in central bank announcements are mainly told apart via opposite sign restrictions on the Euro Stoxx 50. Additionally, we also impose a sign restriction on the exchange rate due to a counterintuitive response to policy announcements in a significant number of cases. Figure 1 shows that in roughly half of the cases EUR/USD exchange rate reacts opposite to what is expected according to economic theory (quadrants II and IV).

Figure 1
Exchange rate response to policy announcements

Figure 2 below shows the obtained shock series using our approach which augments the high frequency information with sign restrictions and compares it to the monetary policy shock obtained via standard HFI approach (measured simply as surprises in the 3-month OIS rate).

---

2 We estimate the VAR with high frequency surprises on a quarterly basis to match the frequency of data used in the local projections. However, estimating the VAR with monthly surprises yields a very similar quarterly monetary policy shock series after aggregating the monthly shock series.

3 “−” indicates depreciation of the euro against the US dollar.

4 Excluding those observations which include 0 – in total 55 cases.
3. RESULTS

Figure 3 presents the baseline results from the TVP-SVAR-SV model. The results derived from the TVP-SVAR-SV model in this figure and subsequent figures are represented as cumulative impulse response functions to back out the impact of monetary policy shock on variables in levels, as they are included in the model as first differences. The monetary policy shock has been normalised to a 10 bps drop in the EONIA in each period, allowing the estimated elasticities to be comparable over time. The $x$ axis shows the year of the impulse response function, $y$ axis is expressed in percent, while the $z$ axis shows the number of quarters since the shock. Impulse response functions are generated from 15 000 Gibbs sampler iterations with the first 10 000 discarded as burn-in.

The baseline results show that the response of real GDP has remained quite stable over time, suggesting that the aggregate demand has remained responsive to policy rate cuts even below the zero bound. However, the reaction of inflation has significantly deteriorated once the policy rate hit zero in the third quarter of 2012. Regarding the financial variables, both the response of stock prices and the exchange rate to monetary policy shock has remained broadly stable, with no clear change in the behavior in the post-ZLB period, while the reaction of the EONIA becomes much more subdued after 2014, when the policy rate was first brought into negative territory, indicating that the model captures the regime change quite well.
Figure 3
Baseline results from the TVP-SVAR-SV

The findings from the TVP-SVAR-SV model are confirmed by the results from the non-linear local projections reported in Figure 4. Similarly, Figure 4 shows impulse response functions to the monetary policy shock which has been normalised to a 10 bps drop in the EONIA in both states and vertical axis is expressed in percent, while the horizontal axis shows the number of quarters since the shock. Despite using an alternative method for generating the non-linear impulse responses and identification strategy, the same key findings emerge from the NL-LP model – the reaction of real GDP has remained unchanged in times of sub-zero policy rates, while the price...
pressures have tailed off, as the response of HICP inflation is erratic and insignificant for most of the horizon in the post-ZLB period.\(^5\)

\(^5\) Nonetheless, we note the difference in the magnitude of the monetary policy impact between both models—NL-LP produces substantially higher impact estimates of a policy rate cut on the economy. This can likely be explained by two factors. First, since the variables enter the NL-LP model as levels, this allows to capture the cointegrating relationships between them, which are bypassed in the case of the TVP-SVAR-SV model, as the data are included as first-differences. The second factor are the differences in identification – high frequency information approach used in the NL-LP allows to take announcements effects into the account, which can potentially be larger than the effects from the actual implementation (Andrade et al. (2016)). For example, Holm-Hadulla and Thürwächter (2020) also employ local projections and take high frequency surprises from the EA-MPD database to study the effects of monetary policy in the euro area and report similar elasticities for a policy rate cut.
This finding could be interpreted as a loss of ECB's credibility to deliver on its mandate, at least with respect to its standard tool for steering inflation – policy rates – due to their proximity to the zero lower bound. However, several factors have to be taken into account before drawing such stark conclusions about the effectiveness of negative policy rates. First, our results suggest that no breakdown in their ability to influence aggregate demand or financial market variables can be observed. Second, the limited response of inflation to monetary shocks likely reflects the recent Phillips curve flattening. For example, Eser et al. (2020) finds that the recent decline in the slope of the Phillips curve is driven by the compression of firms' profit margins, resulting in a weakened pass-through of wages to prices. More importantly, this compression is determined by structural factors like competition in the international markets and other external developments, which are beyond the scope of monetary policy response. In the next subsection we further explore the impact of sub-zero policy rates on various financial variables to analyse the differences in the monetary transmission mechanism below the zero bound.
3.1. Transmission mechanism of negative interest rates

To pin down the changes in transmission mechanism beyond the ZLB, we expand the baseline specification of both models with additional variables, one-by-one.

**Figure 6**

**Impact on the term structure**

**TVP-SVAR-SV**

![Graph showing the impact on the term structure](image)

Note. Figure shows impulse response functions (cumulative in case of the TVP-SVAR-SV) to the monetary policy shock which has been normalised to a 10 bps drop in the EONIA.

We start by looking at the propagation of negative policy rates through the term structure which is deemed to be more powerful compared to policy rate cuts in positive territory (Altavilla et al. (2019a), Lane (2020)). Our results in Figure 6 confirm their findings as both the impulse responses from the TVP-SVAR-SV and NL-LP point to a considerable compression in the yield curve when policy rates are pushed into negative territory, especially at longer maturities, theoretically resulting in lower borrowing costs.
This effect on the term structure is mainly obtained via lower interest rate expectations as suggested in Rostagno et al. (2019). The intuition is rather simple – by going negative, central bank removes self- or economic theory-imposed non-negativity restriction, thus signaling to the market participants that future rate cuts are possible, putting downward pressure on future policy rate expectations which are then passed onto the yield curve. Results from our models, illustrated in Figure 7, confirm their findings as both 1- and 2-year forward rates remain at lower levels after the zero bound, suggesting that negative interest rates have indeed succeeded in lowering rate expectations in the euro area. However, our results in Figure 8 show that the more powerful propagation of policy rate cuts below the zero through the term structure has not led to lower borrowing costs. While the median responses from both the TVP-SVAR-SV and the NL-LP model suggest that the pass-through to lending rates has remained intact and even increased in the post-ZLB period, impulse responses from the NL-LP are surrounded with wide confidence bands, rendering them statistically insignificant.

This breakdown in pass-through of sub-zero policy rates to lending rates is also documented in Eggertsson et al. (2017) and Altavilla et al. (2019b). Eggertsson et al. (2017) explains this change in the monetary transmission mechanism as follows: with deposit rates being sticky at zero, banks are reluctant to lower interest rates on their loans to protect profit margins. We tend to agree to this explanation, given our results regarding bank profitability which are more thoroughly discussed in the next section.
of the paper. More importantly, Eggertsson et al. (2017) argue that lower bank profitability leads to an increase in cost of financial intermediation which in turn dampens credit supply, making the bank lending channel irrelevant beyond the zero bound. On the other hand, Altavilla et al. (2019b) maintain that the bank lending channel remains active also in negative territory since the positive effects on the real activity lower provisions for non-performing loans which helps to offset the adverse effects on the credit supply stemming from the lower bank profitability.

Our findings in Figure 9 suggest that the effects on bank lending have been rather heterogeneous with respect to the type of borrower. Lending to households seems to have remained largely unaffected by the observed decline in pass-through of policy rates to lending rates in a negative interest rate environment as the magnitude of response, to a large extent, is identical to normal times. Nonetheless, lending to non-financial firms has declined markedly since the introduction of negative interest rates in the euro area, possibly indicating that the adverse effects of bank profitability outweigh the gains from lower impairment provisioning on the credit supply.

While these supply-side constraints emerging below the zero bound cannot be completely ruled out, it is possible that firms switched to alternative financing sources as banks were reluctant to pass policy rate cuts onto borrowing costs. Given that firms have more options to finance their needs in comparison to households, this proposition motivates us to further explore the decline in corporate lending from the perspective of
demand-side factors. A simple look at the dynamics of corporate financing sources in Appendix A2 shows that the role of bank lending has indeed continuously diminished since the onset of the Great Recession, while the shares of equity and non-bank lending have progressively increased over the same period, suggesting that the shift in the financing structure of firms was well under way even before the ZLB (see also Adrian et al. (2013), De Fiore and Uhlig (2015), Holm-Hadulla and Thürwächter (2020)).

Figure 9
Impact on bank lending
TVP-SVAR-SV

Note. Figure shows impulse response functions (cumulative in case of the TVP-SVAR-SV) to the monetary policy shock which has been normalised to a 10 bps drop in the EONIA.

However, the response of non-bank external financing variable which we construct as a sum of sum of equity, non-bank loans, trade credit and debt securities in Figure 10 reveals that firms have relied increasingly more on alternative sources of credit other than bank lending since policy rates went negative. We believe that this shift away from bank credit was motivated by the limited pass-through of policy rates to bank lending rates, thus other sources of external financing became more attractive to firms. In particular, our results show that firms financed their operations more by raising equity, turning to non-bank lenders and issuing corporate bonds. Regarding the latter, our results in Figure 11 document that corporate credit spreads have persistently declined in the post-ZLB period, rendering the issuance of bonds more attractive to firms. With respect to the response of trade credit, the results show no change in behaviour after the ZLB has been reached. However, this is not surprising as Mandler and Scharmagl (2019) argue that trade credit complements bank lending rather than substitutes it.
Figure 10
Impact on corporate financing mix
TVP-SVAR-SV
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Note. Figure shows impulse response functions (cumulative in case of the TVP-SVAR-SV) to the monetary policy shock which has been normalised to a 10 bps drop in the EONIA.

Overall, our evidence gives the impression that both supply- and demand-side factors have driven the decline in bank lending to corporates. The observed breakdown in pass-through of policy rates to lending rates has motivated firms to switch to other financing sources as they became more attractive below the ZLB.

**Figure 11**

**Impact on corporate credit spreads**

TVP-SVAR-SV

However, while banks were indeed reluctant to lower interest rates on their loans, we think that banks did not cut the credit supply as a consequence of negative policy rate policy because, if that were the case, we would most likely also observe the same pattern in lending to households. In the next section, we argue that the decline in pass-through to lending rates was driven by the need of banks to protect their profitability in light of squeezing net interest rate margins.

4. SIDE EFFECTS

We now turn our attention to the side effects often associated with a prolonged period of low and negative interest rates. Specifically, we look at three potential side effects of sub-zero policy rates:

– they have adverse effect on bank profitability (Eggertsson et al. (2017); Brunnermeier and Koby (2018));
– they generate asset price bubbles, especially in the real estate market (Schnabel (2020));
– they lead agents to hoard cash (ECB (2020)).

Probably the most widely expressed concern regarding the counterproductive effects of negative policy rates is about the downward pressure they exert on bank profitability. Alessandri and Nelson (2015), Borio et al. (2017) and Brunnermeier and Koby (2018) argue that they reduce banks' net interest income as lending rates decline while deposit rates remain sticky at zero. However, as discussed in the previous section, negative policy rates do not necessarily translate into lower lending rates, while Altavilla et al. (2019b) shows that sound banks were actually able to impose negative rates on corporate deposits. Moreover, Altavilla et al. (2018), Altavilla et al. (2019b) and Klein (2020) find that the beneficial effects of sub-zero policy rates on macroeconomic conditions and outlook drive down the loss provisions for non-performing loans, thus counteracting the adverse effects on bank profitability.

Our results in Figure 12 tend to support the hypothesis that negative policy rates have had a rather limited negative impact on bank profitability. While the NL-LP model suggests that the reaction of ROA becomes negative after eight quarters since the shock in the post-ZLB period, it then reverses the trend, likely reflecting the volatility inherent in the local projections framework. The peak effects in both periods are otherwise very similar, suggesting that bank profitability has not been severely affected in a low interest rate environment. TVP-SVAR-SV tells a similar story, albeit indicating that ROA collapsed after the Great Recession but has gradually recovered since 2012, signaling that negative interest rates have not been a considerable headwind for bank profitability.

![Figure 12](image)

**Impact on bank profitability**

**TVP-SVAR-SV**

To cross-check our findings, we also look at bank equity prices which serve as a proxy for market-based expectations of future profitability, according to Altavilla et al. (2018). The response of this forward-looking measure in Figure 13 signals that the low and negative policy rate environment has not considerably altered the prospects of bank future profits, thus further corroborating the evidence that the adverse effects on banks have been limited. In addition, the results in Figure 14 show that the market-
based perception of bank credit risk has persistently declined following the introduction of sub-zero policy rates, lowering the cost of market funding for banks and supporting their profitability.

**Figure 13**

Impact on bank profitability expectations

Note. Figure shows impulse response functions (cumulative in case of the TVP-SVAR-SV) to the monetary policy shock which has been normalised to a 10 bps drop in the EONIA.

**Figure 14**

Impact on bank credit risk

Note. Figure shows impulse response functions (cumulative in case of the TVP-SVAR-SV) to the monetary policy shock which has been normalised to a 10 bps drop in the EONIA.

To sum up, there is very little evidence to suggest that low and negative policy rates have adversely affected the profitability of euro area banks. These findings also support the conclusions from the previous section that banks did not cut the credit supply below the ZLB, ensuring that the monetary transmission remains intact.

Another side effect often attributed to low interest rate environment concerns the financial stability, as excessive liquidity can lead to credit-driven asset price bubbles, especially in the real estate market. Also our results regarding household mortgages

---

6 We use Gilchrist and Mojon (2018) euro area bank credit spreads against the German Bund as a measure of market-based perception of credit risk.
in the previous section show that credit has continued to flow towards this sector beyond the ZLB to a similar extent than in the pre-ZLB period. However, we don't find solid evidence to confirm that low policy rates have caused house price bubbles, although the results in Figure 15 show some disagreement between both models. The impulse response of house prices from the NL-LP is substantially higher when policy rates are below zero, while the TVP-SVAR-SV suggests that the response has been fairly constant since circa 2008. Thus, the lower response of house prices in the pre-ZLB period from the NL-LP model likely reflects the subdued reaction of property prices to monetary policy shocks prior to 2008.

Figure 15
Impact on real estate prices

Also the cyclical position of house prices in Appendix A3 suggests that low policy rates have had a limited role in fueling house price bubble, as they have been below the trend in post-ZLB period. While our paper finds weak evidence that low policy rates have contributed to excessive property prices at the aggregate euro area level, it doesn't rule out the possibility that they have potentially contributed to price bubbles in individual jurisdictions. However, that remains outside the scope of this paper and we leave this issue for future research.

Negative policy rates can also generate counterproductive effects by inducing agents to withdraw their deposits from the banks and switch to cash. The deposit outflow puts a downward pressure on bank funding base, jeopardizing bank stability with further negative consequences for aggregate credit supply. However, we cannot find any empirical backing to this argument, as the responses of bank deposits in Figure 16 do not display any structural changes to monetary policy shock below the zero bound. On top of that, the results are robust both with respect to firm and household deposits as well as both overnight and long-term deposits. The explanation for this is rather straightforward – deposit rates have largely been bounded by the zero (see Appendix A4), at least for households, reducing the incentive to hoard cash. Regarding corporate deposits though, Altavilla et al. (2019b) shows that banks have been able to charge negative rates on a considerable portion of firm deposits in the euro area, reaching around 20% of total corporate deposits by the end of 2018.
**Figure 16**

**Impact on bank deposits**

**TVP-SVAR-SV**

Note. Figure shows impulse response functions (cumulative in case of the TVP-SVAR-SV) to the monetary policy shock which has been normalised to a 10 bps drop in the EONIA.
However, firms, contrary to households, cannot easily switch to cash and ensure smooth operation without bank deposits. Altavilla et al. (2019b) also find that those firms which have been exposed to negative deposit rates have rebalanced their funds towards investment to avoid paying interest to banks and improve their profitability.

Overall, the empirical evidence presented in this section suggests that the negative interest rate policy pursued by the ECB has had a rather limited adverse impact on bank profitability, property prices or bank deposits. However, while our study documents the experience with low and negative policy rates over a relatively long sample, there is no guarantee that these side effects will not emerge if the ECB ventures further into negative territory. Also, our paper has not explored other potential side effects of negative policy rates such as resource misallocation due to increased lending to zombie firms or excessive risk-taking by banks to counteract the adverse effects on their profitability. An adequate study of these side effects is beyond the scope of the frameworks employed in this paper, as that would require the use of microdata-based methods augmented with information from credit registers. We leave this avenue for future research.

5. ROBUSTNESS

Despite the use of alternative frameworks for deriving non-linear impulse response functions and identification strategies, we undertake a number of additional robustness checks which are presented in this section. First, given the somewhat erratic response of HICP from the NL-LP model, we consider an alternative measure of inflation to ensure that our finding about the policy rate cuts below zero having been less successful in generating inflationary pressures regardless of having similar ability to reduce slack as in normal times remains robust. The results in Figure 17 confirm this finding as robust because a similar response emerges also when using GDP deflator as a measure of inflation.

Figure 17
Using GDP deflator as a measure of inflation
TVP-SVAR-SV

Next, we consider using an alternative monetary policy indicator and monetary policy instrument from which we purge high frequency surprises around policy announcements. Namely, we replace the EONIA with the 1-month OIS rate in both
models as a proxy for monetary policy and use 1-month OIS rate surprises in the HFI setup, so that the variable from which we obtain the monetary policy shock directly corresponds to the policy indicator.\(^7\) Figure 18 shows that this exercise yields very similar impulse responses from both models to the baseline results with respect to both real and financial variables.

\(^7\) The procedure to control for the information shocks via sign restrictions remains the same as in the baseline case.
Continuing with the robustness of our identification strategy, we consider an alternative set of sign restrictions used in the TVP-SVAR-SV. Specifically, the zero restriction on the EONIA in response to aggregate demand and supply shocks can be controversial since that implies that monetary authority responds to those shocks with a one quarter lag. To corroborate our findings, we borrow identification scheme from Corsetti et al. (2014) and Bobeica and Jarociński (2019), but still leave output and inflation unrestricted in response to monetary policy shock, as in the baseline scheme.

In this scheme, real shocks are distinguished from monetary policy disturbance via opposite restrictions on the EONIA and the exchange rate (see Table 3).

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Alternative identification restrictions in the TVP-SVAR-SV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shock</td>
<td>Real GDP</td>
</tr>
<tr>
<td>Aggregate demand</td>
<td>+</td>
</tr>
<tr>
<td>Aggregate supply</td>
<td>+</td>
</tr>
<tr>
<td>Monetary policy</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 19 demonstrates that the zero restrictions on the EONIA in response to business cycle disturbances, employed in the baseline scheme, do not drive our results, as the impulse responses tell a similar story when an alternative set of identification restrictions are used.
As our final robustness check, we augment the baseline specification of both models with the Eurosystem’s asset holdings and identify an asset purchase shock in case of the TVP-SVAR-SV to make sure that the effects of negative policy rates are distinguished from the impact of balance sheet policies employed by the Eurosystem in conjunction with negative interest rate policy. Identifying restrictions employed in the TVP-SVAR-SV to pin down the impact of central bank asset purchases are depicted in Table 4.
The impact of two monetary policy shocks is mainly told apart via the zero restrictions on the EONIA and the Eurosystem's asset holdings to obtain the orthogonality between policy rate cuts and asset purchases.

Table 4

<table>
<thead>
<tr>
<th>Shock</th>
<th>Real GDP</th>
<th>HICP</th>
<th>EONIA</th>
<th>Euro Stoxx 50</th>
<th>EUR/USD</th>
<th>Securities held by the Eurosystem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregate demand</td>
<td>+</td>
<td>+</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aggregate supply</td>
<td>+</td>
<td>+</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monetary policy</td>
<td></td>
<td></td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>Asset purchase</td>
<td></td>
<td></td>
<td>0</td>
<td>+</td>
<td>–</td>
<td>+</td>
</tr>
</tbody>
</table>

Findings in Figure 20 indeed show that the reaction of the Eurosystem's balance sheet to a standard policy shock changed once the interest rates reached the zero bound. However, we think that the effects of negative interest rates are not confused with unconventional balance sheet instruments used alongside these rates because asset holdings only display significant response with a considerable lag of roughly 10 quarters.

Figure 20

Controlling for the impact of central bank asset purchases

NL-LP

Pre-ZLB (Q1 2000–Q2 2012)

Post-ZLB (Q3 2012–Q2 2019)

---

Also note that in the case of the NL-LP asset holdings do not react on impact to policy rate cuts in the post-ZLB period, although their reaction is not restricted *ex-ante* in comparison with the identification strategy used in the TVP-SVAR-SV, indicating that our HFI setup effectively isolates policy rate shocks from balance sheet shocks.
The response of asset holdings likely reflects the fact that asset purchases have been extensively used in conjunction with negative rates to stave off deflationary pressures and help steer inflation towards the target.

Overall, the robustness checks performed in this section complement the tough test of stability inherent in our baseline setup consisting of alternative methods for generating non-linear impulse responses and identification strategies. In addition to our results being neither model- nor identification strategy-specific, we show that they remain robust after using an alternative measure of inflation, monetary policy indicator and instrument as well as different identification restrictions. Our findings also remain robust once we control for the effects of central bank asset purchases which have been used in conjunction with negative policy rates.

6. CONCLUSIONS

We have empirically studied real and financial effects of low and negative interest rate policy pursued by the ECB using a set of non-linear time series frameworks, namely a structural vector autoregression with time-varying parameters and stochastic volatility as well as non-linear local projections.

Our findings suggest that the policy rate has continued to support the aggregate demand in the euro area even in sub-zero territory; however, the price pressures have significantly tailed off due to lower inflation expectations. The limited response of inflation to policy rate shocks likely reflects the decline in the slope of the Phillips curve, as suggested by recent literature. Regarding the changes in the transmission mechanism, we confirm the findings from existing literature that policy rate cuts below zero have a more pronounced effect on the term structure via lower interest rate expectations, as the central bank thereby removes the non-negativity restriction and signals that future policy rate cuts are possible. However, our results show that the more powerful propagation through the term structure has not led to lower borrowing costs, as lending rates are no longer responsive when policy rates are below the zero bound. As a result, corporate lending has markedly declined because firms have switched to alternative financing sources as banks were reluctant to pass policy rate cuts onto borrowing costs. Nonetheless, we still argue that the bank lending channel remains active as lending to households has remained largely unchanged and the effect on corporate lending can still be regarded as expansionary, despite being smaller compared to normal times. Concerning the side effects often associated with a
prolonged period of low and negative interest rates, we find limited empirical evidence to suggest that they have adversely affected bank profitability, property prices or bank deposits.

Overall, our paper expands the growing pool of literature questioning a tenet of modern macroeconomics – the existence of the ZLB – with clear policy relevance. Given the secular trend in interest rates, the low interest rate environment is likely to persist in the future. Our findings imply that sub-zero policy rates have their place in the central bank toolkit, at least as an element of the overall policy package.
## APPENDIX

### A1. Dataset description and transformations

*Table A1*

<table>
<thead>
<tr>
<th>Block</th>
<th>Variable</th>
<th>Description</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline models</td>
<td>Real GDP</td>
<td>Seasonally adjusted real GDP index. 2015 = 100.</td>
<td>Eurostat data</td>
</tr>
<tr>
<td></td>
<td>HICP</td>
<td>Seasonally adjusted all-items HICP. 2015 = 100.</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>EONIA</td>
<td>Money market interest rate.</td>
<td>Eurostat</td>
</tr>
<tr>
<td></td>
<td>Euro Stoxx 50</td>
<td>Dow Jones Euro Stoxx 50 price index.</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>EUR/USD</td>
<td>Monthly average value of the euro per US dollar.</td>
<td>Eurostat</td>
</tr>
<tr>
<td>Transmission mechanism</td>
<td>Inflation expectations</td>
<td>SPF 1- and 2-years ahead inflation expectations.</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>Interest rate expectations</td>
<td>3-month EURIBOR 1- and 2-year forward rate.</td>
<td>Bloomberg</td>
</tr>
<tr>
<td></td>
<td>Yield curve</td>
<td>2-, 3- and 5-year government benchmark bond yields.</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>Lending rate to non-financial</td>
<td>Rate for loans to non-financial corporations of up to EUR 1M with an IRF period of over five years (new business).</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>firms</td>
<td>Rate for loans to households for house purchase with an IRF period of over five and up to ten years (new business).</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>Lending rate to households</td>
<td>Loans to non-financial corporations. Outstanding amounts at the end of the period (stocks), total maturity.</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>Lending to non-financial firms</td>
<td>Loans to households and NPISHs. Outstanding amounts at the end of the period (stocks), total maturity.</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>Non-bank external financing</td>
<td>See Appendix A2 for details.</td>
<td>Author's calculations based on the ECB data</td>
</tr>
<tr>
<td></td>
<td>Equity and shares</td>
<td>Equity and investment fund shares/units issued by non-financial corporations.</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>Non-bank loans</td>
<td>See Appendix A2 for details.</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>Trade credit</td>
<td>Trade credits and advances of non-financial corporations.</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>Corporate debt securities</td>
<td>Variable rate long-term debt securities issued by euro area non-financial corporations.</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>Corporate credit spreads</td>
<td>Spread of non-financial corporations with respect to German Bund.</td>
<td>Gilchrist and Mojon (2018)</td>
</tr>
<tr>
<td>Side effects</td>
<td>Return on assets</td>
<td>Annual bank's return on assets. Quarterly series are obtained by performing Litterman temporal disaggregation procedure using real GDP index as indicator series. Since the annual series from the FRED database end in 2018, data for Q1 and Q2 2019 are extrapolated using annual growth rates from the ECB CBD2 database ROA series.</td>
<td>Author's calculations based on the FRED and ECB data</td>
</tr>
<tr>
<td></td>
<td>Euro Stoxx Banks</td>
<td>Dow Jones Euro Stoxx Banks price index.</td>
<td>Bloomberg</td>
</tr>
<tr>
<td></td>
<td>Bank credit spreads</td>
<td>Spread of banks with respect to German Bund.</td>
<td>Gilchrist and Mojon (2018)</td>
</tr>
<tr>
<td></td>
<td>House prices</td>
<td>Real residential property prices. 2015 = 100.</td>
<td>BIS</td>
</tr>
<tr>
<td></td>
<td>Overnight deposits of non-financial firms</td>
<td>Overnight deposits vis-à-vis euro area NFC reported by MFI excluding ESCB in the euro area (stock).</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>Overnight deposits of</td>
<td>Overnight deposits vis-à-vis euro area households reported by MFI excluding ESCB in the euro area (stock).</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>households</td>
<td>Deposits with agreed maturity over 2 years vis-à-vis euro area NFC reported by MFI excluding ESCB in the euro area (stock).</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>Deposits of non-financial firms with over 2 years maturity</td>
<td>Deposits of households with over 2 years maturity deposits with agreed maturity over 2 years vis-à-vis euro area NFC reported by MFI excluding ESCB in the euro area (stock).</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>Deposits of households with</td>
<td>Deposits of households with over 2 years maturity deposits with agreed maturity over 2 years vis-à-vis euro area NFC reported by MFI excluding ESCB in the euro area (stock).</td>
<td>ECB</td>
</tr>
<tr>
<td></td>
<td>over 2 years maturity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robustness checks</td>
<td>GDP deflator 1-month OIS</td>
<td>Seasonally adjusted implicit deflator. 2015 = 100. 1-month OIS rate.</td>
<td>Eurostat</td>
</tr>
<tr>
<td></td>
<td>Securities held by the</td>
<td>Securities of euro area residents denominated in euro held by the Eurosystem scaled by 2015 nominal GDP.</td>
<td>Bloomberg</td>
</tr>
<tr>
<td></td>
<td>Eurosystem</td>
<td></td>
<td>Author's calculations using the ECB and Eurostat data</td>
</tr>
</tbody>
</table>
A2. External financing structure

Figure A1
Types of corporate external financing sources in the euro area

Data source: author's calculations based on the ECB data. Non-bank loans are calculated as in Mandler and Scharnagl (2019), i.e. we subtract the loans granted by MFIs to non-financial corporations as reported in the BSI database from the loans of non-financial corporations reported in the QSA statistics, constructed from the balance sheet data of the firms. Other sources of financing are taken directly from the QSA database.

A3. House price cycle

Figure A2
House price gap (%)

Figure shows the house price cycle which is pinned down by applying the Hodrick–Prescott filter to real house prices with the same smoothing parameter as used by the BIS for credit-to-GDP series ($\lambda = 400,000$). Borio (2012) suggests using 15%–25% as a threshold value to indicate financial instability risk.
A4. Deposit rates

*Figure A3*

*Deposit rates in the euro area* (%)

- **EONIA**
- **- - -** Rate for overnight deposits of non-financial corporations
- **----** Rate for overnight deposits of households
- **- - - -** Rate for deposits of non-financial corporations with up to 1 year maturity
- **-----** Rate for deposits of households with up to 1 year maturity
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