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ABBREVIATIONS 
ARM – autoregressive model 
CSSFED – cumulated sum of squared forecast error difference 
DFM – dynamic factor model 
EDC – European Debt Crisis 
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EXJ – extra-euro area exports of goods 
GFC – the Great Financial Crisis 
GDP – gross domestic product 
HMM – historical mean model 
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MSFE – mean squared forecast error 
NRM – normal 
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R2MSFE – recursive relative mean squared forecast error 
R3MSFE – recursive relative root mean squared forecast error 
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rMSFE – relative mean squared forecast error 
RMSFE – root mean squared forecast error 
SE – standard error 
SFED – squared forecast error difference 
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ABSTRACT 

The previous research already emphasised the importance of investigating the 
predictive ability of econometric models separately during expansions and recessions 
(Chauvet and Potter (2013), Siliverstovs (2020), Siliverstovs and Wochner (2020)). 
Using the data for the pre-COVID period, it has been shown that ignoring asymmetries 
in a model's forecasting accuracy across the business cycle phases typically leads to a 
biased judgement of the model's predictive ability in each phase. In this study, we 
discuss the implications of data challenges posed by the COVID-19 pandemic on 
econometric model estimates and forecasts. Given the dramatic swings in GDP 
growth rates across a wide range of countries during the coronavirus pandemic, one 
can expect that the asymmetries in the models' predictive ability observed during the 
pre-COVID period will be further exacerbated in the post-COVID era. In such 
situations, recursive measures that dissect the models' forecasting ability observation 
by observation allow to gain detailed insights into the underlying causes of one 
model's domination over the others. In this paper, we suggest a novel metric referred 
to as the recursive relative mean squared forecast error (based on rearranged 
observations) or R2MSFE(+R). We show how this new metric paired with the 
cumulated sum of squared forecast error difference (CSSFED) of Welch and Goyal 
(2008) highlights significant differences in the relative forecasting ability of the 
dynamic factor model and naive univariate benchmark models in expansions and 
recessions that are typically concealed when only point estimates of relative forecast 
accuracy are reported. 

Keywords: COVID-19, nowcasting, GDP, euro area 

JEL codes: C22, C52, C53 
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1 INTRODUCTION 

In a recent paper, Lenza and Primiceri (2020) investigate the consequences of 
historically unprecedented outliers in macroeconomic time series brought about by 
the COVID-19 pandemic for estimation of vector autoregressive (VAR) models. 
These outliers, unless handled properly, not only distort estimation, inference and 
forecasting outcomes in macroeconometric models but also have serious implications 
for how these models are evaluated based on their out-of-sample forecasting 
performance. In this study, we investigate the consequences of these outliers for 
absolute and relative measures of forecast accuracy and suggest a metrics to gauge 
their influence on the metrics used to gauge the models' relative forecasting 
performance. 

Our contribution to the forecasting literature is motivated by the following 
observations based on the empirical forecasting literature: 

1) different observations have different contributions to standard measures of forecast
accuracy, e.g. mean squared forecast error (MSFE) (Siliverstovs (2017));

2) only a few observations may be pivotal in making one model preferable to another
based on their relative forecast accuracy (Geweke and Amisano (2010));

3) these few observations typically occur in recessions (Siliverstovs (2020);

4) during normal times, simple univariate benchmark models are hard to beat
(Chauvet and Potter (2013));

5) forecasting gains during recessions typically significantly overweigh the mediocre
performance of sophisticated models during normal times. As a result, the forecasting
accuracy of more sophisticated models tends to be overstated (Siliverstovs and
Wochner (2020)).

Notwithstanding these observations, recently released research papers also continue 
to ignore asymmetry in the forecasting ability of the commonly used forecasting 
models during economic expansions and recessions and report measures of average 
forecast accuracy for a full period encompassing one or several recessions, including 
the Great Recession (Cimadomo et al. (2020)). In the best case, forecast accuracy 
measures are additionally reported for recessionary periods or only for the 
observations during the Great Recession (Delle Monache et al. (2020)). As discussed 
in the references above, such a practice typically results in a biased judgment 
artificially favouring the forecasting performance of a more sophisticated model 
relative to the simple benchmark models. In this study, we argue that such malicious 
practice cannot be continued in the presence of unprecedentedly large swings in the 
quarterly GDP growth commonly observed during the outbreak of the COVID-19 
pandemic in the second and third quarters of 2020. The forecast errors are so large 
that they cannot be simply swept under the carpet as it often was the case with the 
observations during the previous recessions, and future forecast evaluation exercises 
need to be open about the excessive influence of these extreme observations on 
commonly used forecast accuracy measures. 

The rest of the paper is organised as follows. Section 2 outlines the data on the 
quarterly euro area GDP growth rate. In Section 3, we present the mixed-frequency 
dynamic factor model used to forecast the euro area GDP growth rate and compare its 
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average forecasting accuracy with that of the historical mean model (HMM) for the 
whole out-of-sample forecast evaluation period (from the first quarter of 2006 to the 
third quarter of 2020) for illustrative purposes, ignoring the differences in the 
forecasting performance during economic expansions and the following sub-periods 
of economic distress: the Great Recession (from the second quarter of 2008 to the 
second quarter of 2009), the European Debt Crisis (from the fourth quarter of 2011 to 
the first quarter of 2013), and the COVID-19 pandemic (from the first quarter of 2020 
to the third quarter of 2020). Section 4 contains a description of the recursive 
forecasting exercise. In Section 5, we present the recursive forecast evaluation metrics 
that we find very useful in identifying influential observations and assessing their 
effect on absolute and relative measures of forecast accuracy. The first one is the 
cumulated sum of squared forecast error difference (CSSFED) introduced in Welch 
and Goyal (2008), whereas the second one, referred to as recursive relative mean 
squared forecast error (based on rearranged observations), is for the first time 
introduced in this paper. For the sake of brevity, we use the abbreviation 𝑅 𝑀𝑆𝐹𝐸(+𝑅). In Section 6, we illustrate how these two complementary forecast 
accuracy measures can be used to gain a thorough insight in the forecasting properties 
of the competing models. The first one is useful to identify influential observations 
measured by squared forecast error difference (SFED), whereas the second one is 
useful to gauge the effect of these influential observations on the relative MSFE 
commonly computed in the forecasting literature. In Section 7, we compare the effect 
on forecast accuracy of two approaches to dealing with the data challenges posed by 
the COVID-19 pandemic. The first approach is to continue generating forecasts based 
on the recursively estimated coefficients as it was done for the rest of the sample. The 
alternative is to generate forecasts using coefficient values frozen at their pre-COVID 
period estimates. The final section concludes. 

2 DATA 

In this exercise, we use the data vintages downloaded from the ECB Statistical Data 
Warehouse and the European Commission website on 2 November 2020. Our target 
variable is the euro area GDP at chain-linked prices. For our out-of-sample forecasting 
exercise of GDP growth we use the following auxiliary monthly time series: 1) euro 
area industrial production excluding construction (IIP); 2) intra-euro area exports of 
goods (EXI); 3) extra-euro area exports of goods (EXJ); 4) euro area industrial orders 
(IOR); 5) euro area Economic Sentiment Index (ESI). Consequently, there are four 
hard and one soft indicators. The soft indicator is characterised by a shorter 
publication lag than its hard counterparts. The hard indicators are the same as in Perez-
Quiros et al. (2020). 

The time series of the euro area GDP are shown in Figure 1. The level is displayed in 
the upper panel and the derived quarterly growth rate is displayed in the lower panel. 
The COVID-19 pandemic induced unprecedented swings in the GDP dynamics. The 
trough reached in the level in the second quarter of 2020 is as low as the real GDP 
level observed in 2005. Naturally, this is reflected in the growth rates. In the first 
quarter of 2020, the estimated GDP growth rate was comparable to the worst drop in 
GDP during the Great Recession. In the second and third quarters of 2020, we 
observed an equally staggering fall and a subsequent rise in GDP of about 11.8 and 
12.5 percentage points respectively. The sample period from the first quarter of 1995 
to the third quarter of 2020 includes the three recessionary periods – the Great 
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Financial Crisis (GFC), the European Debt Crisis (EDC) and the COVID-19 
pandemic (CVD) – shown in the figures by the shaded area. 

Figure 1 
Euro area GDP  
(vintage from 2 November 2020; at chain-linked prices) 

Naturally, the above-discussed swings in GDP are also reflected in the monthly 
indicators. This fact, combined with shorter publication lags of these indicators, can 
be capitalised upon when nowcasting GDP growth out of sample. In Figure 2, we 
show the levels of five monthly indicators, whereas the monthly growth rates of the 
four hard indicators are displayed in Figure 3. 

3 DYNAMIC FACTOR MODEL 

The specification of the econometric model for producing nowcasts of GDP growth 
closely follows Camacho and Perez-Quiros (2010). Camacho and Perez-Quiros 
(2010) suggest a dynamic factor model that combines both data sampled at quarterly 𝑦  and monthly 𝑧 = (𝑧 , 𝑧 , 𝑧 , 𝑧 , 𝑧 )′ frequencies. An additional feature 
of the model is that it allows data entry in different transformations, i.e. it eclectically 
combines quarterly growth of GDP, monthly growth rates of hard indicators and levels 
of survey data. The model is cast into a state-space form and the Kalman filter is used 
to estimate model parameters and make out-of-sample forecasts. 

We define a common latent factor 𝑓  driving an equally unobserved monthly growth 
rate of euro area GDP 𝑦∗: 𝑦∗ = 𝛽𝑓 + 𝑢 . 
As noted in Mariano and Murasawa (2003), the observed quarterly GDP growth rate 
can be approximated by a deterministic linear combination of latent monthly growth 
rates 𝑦 = 1/3𝑦∗ + 2/3𝑦∗ + 𝑦∗ + 2/3𝑦∗ + 1/3𝑦∗ . Then a combination of 
these two equations links the GDP growth with the latent factor: 
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Figure 2 
Monthly indicators  
(levels; vintage from 2 November 2020) 

𝑦 = 𝛽 13 𝑓 + 23 𝑓 + 𝑓 + 23 𝑓 + 13 𝑓 + 13𝑢 + 23𝑢 + 𝑢 + 23𝑢 + 13𝑢 . 
Next, we specify the following model equations, directly linking the observed 
monthly growth rates of hard indicators to the latent factor: 𝑧 = 𝜆 𝑓 + 𝜐 ,   with   𝑖 = 𝐼𝐼𝑃,𝐸𝑋𝐼,𝐸𝑋𝐽, 𝐼𝑂𝑅. 
Regarding the linkage between the observed survey variable and the latent factor, we 
follow Camacho and Perez-Quiros (2010): 

𝑧 = 𝜆 𝑓 + 𝜐 .
In order to account for the more persistent nature of the ESI variable, Camacho and 
Perez-Quiros (2010) suggest to approximate those by means of summation over 
twelve most recent values of the latent factor. 
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Figure 3 
Monthly indicators  
(monthly growth; vintage from 2 November 2020) 

The model specification is completed by stipulating that the latent factor model 
follows an AR(1) process: 𝑓 = 𝜙𝑓 + 𝜀  

and the assumption that all error terms in the model are white noise variables, i.e. 𝑢 ∼𝑁 (0,𝜎 ), 𝜀 ∼ 𝑁 (0,𝜎 ), 𝜐 ∼ 𝑁 (0,𝜎 ) with 𝑖 ∈ {𝐼𝐼𝑃,𝐸𝑋𝐼,𝐸𝑋𝐽, 𝐼𝑂𝑅,𝐸𝑆𝐼}. In 
making this simplifying assumption, we depart from the model specification of 
Camacho and Perez-Quiros (2010) where the idiosyncratic components were also 
allowed to follow a higher-order autoregressive process. Notwithstanding this, since 
the chosen parsimonious model specification fully serves the main purpose of this 
paper, we decided not to over-complicate the model specification beyond what is 
strictly necessary and sufficient to make our point (see Antolin-Diaz et al. (2017), 
Antolin-Diaz et al. (2020), and Delle Monache et al. (2020) for possible extensions of 
our simple model). 

The following coefficient estimates are of our main interest. The estimate of factor 
loading coefficient to the observed quarterly GDP growth 𝛽 as well as loading 
coefficients to each of the monthly auxiliary variables 𝜆  with 𝑖 ∈{𝐼𝐼𝑃,𝐸𝑋𝐼,𝐸𝑋𝐽, 𝐼𝑂𝑅,𝐸𝑆𝐼}. Since all the monthly variables are pro-cyclical business 
cycle indicators, we expect all factor loading coefficient estimates to be positive and 
statistically significant 𝛽 > 0 and 𝜆 > 0 with 𝑖 ∈ {𝐼𝐼𝑃,𝐸𝑋𝐼,𝐸𝑋𝐽, 𝐼𝑂𝑅,𝐸𝑆𝐼}. Last but 
not least, we impose the following identifying restriction: 𝜎 = 1. 
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4 FORECASTING FRAMEWORK  

We conduct the forecasting exercise using pseudo-real time data, which is not that 
uncommon in the forecasting literature (Marcellino and Schumacher (2010)). The data 
set was downloaded on 2 November 2020. At this point, the first estimate of the euro 
area GDP for the third quarter of 2020 was already available. This implies that our 
forecast evaluation sample ends with the third quarter of 2020. The first quarter for 
which we make nowcast is the first quarter of 2006, i.e. it precedes the Great 
Recession. All in all, we have 59 observations out of sample. 

For each quarter in this out-of-sample forecast evaluation sample, we specify the 
forecast origin in the beginning of the first month of the following quarter. At this 
forecast origin, we have maximum information about the target quarter from the 
auxiliary monthly variables before the official release of the first estimate of GDP for 
this quarter. The four hard monthly indicators extend until the first two months of the 
target quarter, whereas the soft survey variable has observations for all three months 
in the quarter of interest. In line with the rest of the literature on mixed-frequency data 
sets (involving both quarterly and monthly data), we assume that the quarterly GDP 
observations are placed in the last month of each quarter. 

Table 1 
Vintage at forecast origin for nowcasting the third quarter of 2020 

Date GDP IIP EXI EXJ IOR ESI
2020 I NA 1.9 1.4 -0.3 2.3 102.6

II NA –0.1 –0.5 0.7 –1.3 103.4
III –3.7 –11.7 –12.4 –7.8 –14.8 94.1
IV NA –18.1 –22.8 –25.7 –24.0 64.9
V NA 12.5 13.0 9.0 11.8 67.5
VI –11.8 9.5 12.4 10.6 20.7 75.8
VII NA 5.0 4.8 5.7 2.1 82.4
VIII NA 0.7 6.3 2.0 4.6 87.5
IX NA NA NA NA NA 90.9

Note: The variables are transformed: quarterly growth for GDP, monthly growth for IIP, EXI, EXJ, IOR and 
levels for ESI. 

These different publication lags result in an unbalanced data set with a ragged bottom 
edge. When constructing pseudo-real time vintages, we truncate the initial data set to 
preserve this pattern of the ragged edge at each forecast origin. An example of this 
ragged-edge data set used to generate the forecast for the third quarter of 2020 is 
shown in Table 1. Each pseudo-real time data vintage starts in the first quarter of 1995, 
dictated by the availability of the GDP time series. 

The forecasts are made recursively by using an expanding window of observations. 
The first sample used for the estimation of model parameters and making a forecast 
of GDP growth in the first quarter of 2006 respectively is from the first quarter of 
1995 to the first quarter of 2006, with all the missing values present as discussed 
above. The GDP forecast for the second quarter of 2006 is made using the sample 
from the first quarter of 1995 to the second quarter of 2006, and so on up to the forecast 
for the third quarter of 2020. The GDP forecast is taken from the filtering step output 
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of the Kalman filter routine each time reported for the last month of the quarter of 
interest. 

5 EVALUATION METRICS 

In this section, we present the forecast accuracy evaluation metrics that we use in our 
study. A standard point estimate of the average forecasting performance over some 
period of time that is 𝑃 observations long is the mean squared forecast error (MSFE): 

𝑀𝑆𝐹𝐸 = 1𝑃 𝑦 − 𝑦 , = 1𝑃 �̂� , . 
A pair of models is compared using the relative MSFE: 𝑟𝑀𝑆𝐹𝐸 / = 𝑀𝑆𝐹𝐸𝑀𝑆𝐹𝐸 − 1,
indicating a relative improvement in MSFE achieved by one model in comparison 
with the other model. Positive values of 𝑟𝑀𝑆𝐹𝐸 /  indicate that model 1 is, on 
average, less accurate than model 2 based on the evidence from all 𝑃 observations. 𝑟𝑀𝑆𝐹𝐸 /  is also a point estimate of the relative average forecasting performance of 
the competing models. 

A conceptually different but closely related metrics for forecast accuracy evaluation 
was suggested in Welch and Goyal (2008), a so-called cumulative sum of squared 
forecast error difference (CSSFED): 

𝐶𝑆𝑆𝐹𝐸𝐷 / ,[ , ] = ( �̂� , − �̂� , ). 
The CSSFED can be plotted against time over the out-of-sample (OOS) forecast 
evaluation period [𝜏, 𝜏] and at each point of time 𝑡 the cumulated difference between 
squared forecast errors �̂� , − �̂� ,  computed up to and including observation at 𝑡 can 
be visually assessed. In case of no systematic differences in forecast accuracy, the 
CSSFED will display minor fluctuations around some levels. If there is a noticeable 
systematic difference in forecast accuracy between models, e.g. (�̂� , − �̂� , ) > 0 for 
a lion share of observations 𝑡 in the OOS forecast evaluation period, the CSSFED will 
display upward trending dynamics. If the opposite is the case, then the CSSFED will 
display a tendency to move downwards. In cases when for an observation 𝑡∗ the 
corresponding value of 𝑆𝐹𝐸𝐷 ∗ substantially deviates from the SFED values typically 
observed for the rest of the observations, the CSSFED sequence will be characterised 
by an abrupt jump in either direction depending on the sign of 𝑆𝐹𝐸𝐷 ∗. By observing 
such jumps in 𝐶𝑆𝑆𝐹𝐸𝐷 / ,[ , ] , one can easily identify the observations with the largest 
contribution to the reported differences in forecast accuracy. 

Such an observation-by-observation dissection of the models' relative forecast 
accuracy allows to discover the genuine sources of the forecast accuracy domination 
of one model over the other that are usually hidden in measures of relative forecast 
accuracy based on averages (Siliverstovs (2017)). For example, it is easy to see 
whether one model produces lower MSFE because it consistently produces lower 
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squared forecast errors or because of few noticeable observations for which the 
squared forecast error differential is much larger compared to that observed for most 
of the remaining observations (see Siliverstovs (2020) for application of the CSSFED 
when evaluating the forecasting performance of competing models for US GDP 
growth). The usefulness of recursive measures of relative forecasting accuracy, 
though in the Bayesian context, has been highlighted earlier in Geweke and Amisano 
(2010). 

The CSSFED is a recursively computed sequence of cumulated differences of squared 
forecast errors evaluated at each point 𝑡 ∈ 𝜏, 𝜏 . Denoting the corresponding length 

of the sample 𝑃
,

𝑡 𝜏 1 for ∀𝑡 ∈ 𝜏, 𝜏  the CSSFED can be represented as the 
pointwise sequence of arithmetical differences in model-specific MSFEs scaled by 

the corresponding number of observations 𝑃
,

: 

𝐶𝑆𝑆𝐹𝐸𝐷 / ,
,

�̂� , �̂� , �̂� , �̂� ,

𝑀𝑆𝐹𝐸 ,
,

𝑀𝑆𝐹𝐸 ,
,

∗ 𝑃
,

.

 

A related question can be asked on whether it is possible to construct a recursively 
evaluated measure of 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 forecast accuracy which could show that the relative 
forecast accuracy evolves as more observations are added to the out-of-sample 
forecast evaluation period. It turns out that such measure, recursive relative MSFE 
(𝑅 𝑀𝑆𝐹𝐸 ), is easy to compute. Adopting Equation (1) to recursive estimation 

𝑅 𝑀𝑆𝐹𝐸 / ,
, 𝑀𝑆𝐹𝐸 ,

,

𝑀𝑆𝐹𝐸 ,
,

1
𝑀𝑆𝐹𝐸 ,

,
𝑀𝑆𝐹𝐸 ,

,
∗ 𝑃

,

𝑀𝑆𝐹𝐸 ,
,
∗ 𝑃

,
 

results in 

𝑅 𝑀𝑆𝐹𝐸 / ,
, / ,

,

,
,

∑ ̂ , ̂ ,

∑ ̂ ,
   (1). 

Despite its computational simplicity, this measure in Equation (1) is rarely seen in the 
forecasting literature (e.g. see Baumeister and Guerin (2020) for a recent application). 
It has the property that subsequent values are heavily influenced by earlier values, 
especially if some of them are very large. In such cases, adding observations to the 
OOS that are characterised by relatively small squared forecast error differentials 
results in little effect on 𝑅 𝑀𝑆𝐹𝐸 and hence little variation in this sequence. 
Therefore, the leverage of the few but most influential observations on the model 
ranking based on the recursive relative MSFEs is difficult to decipher. However, 
similarly to the CSSFED sequence, plotting the 𝑅 𝑀𝑆𝐹𝐸 against time is helpful to 
visually identify the timing of these pivotal observations. 

Another common approach to capture time-varying relative forecasting ability is to 
report rMSFEs computed over a fixed-width rolling window. This way the influence 
of very distant large observations on the local measures of relative forecast accuracy 
is eliminated at the moment they fall out of the rolling window span. As a result, the 
reported sequence of the relative forecast accuracy displays more variation over time. 
These local measures based on averages computed over rolling samples are subject to 
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the same critique as the global measures computed over the whole sample in the sense 
that detection of the contribution of each data point is similarly obscure and the width 
of the rolling window is an arbitrary chosen hyper-parameter. For example, Banbura 
and Bobeica (2020) rely on a rolling window width of 20 quarters when evaluating 
the inflation forecasting performance of different Phillips curve models for the euro 
area. 

We argue that a simple operation, namely, rearranging the squared forecast error 
differences according to their absolute magnitude in an ascending order may make 
this recursive metrics more appealing in the applied work. The rearrangement 
operation particularly allows us to extract the effect of the few pivotal observations 
with the largest squared forecast error differences on the aggregate relative forecast 
accuracy of the competing models. We refer to this new measure as the recursive 
relative mean squared forecast error (based on rearranged observations) or 𝑅 𝑀𝑆𝐹𝐸(+𝑅). 

The 𝑅 𝑀𝑆𝐹𝐸(+𝑅) is constructed as follows. First, we rearrange the squared forecast 
error difference (SFED) and, correspondingly, the squared forecast errors (SFE) for 
each model in an ascending order by its absolute magnitude: |𝑒 , − 𝑒 , | with 𝑗 < 𝑗  
whenever |𝑒 , − 𝑒 , | < |𝑒 , − 𝑒 , |. Then the 𝑅 𝑀𝑆𝐹𝐸(+𝑅) is obtained in 
Equation (2) by applying a formula to these rearranged sequences of 𝑆𝐹𝐸𝐷 /  and 𝑆𝐹𝐸 : 

𝑅 𝑀𝑆𝐹𝐸(+𝑅) /[ ,..., ,..., ] = ∑ ( 𝑒 , − 𝑒 , )∑ 𝑒 , = ∑ 𝑒 ,∑ 𝑒 , − 1 (2),

with 𝑃 indicating the total number of observations in the OOS, 𝑃 = 𝑃[ , ] = 𝜏 − 𝜏 + 1.

Observe that if the target variable is characterised by well-defined distinct states (like 
GDP with recession and expansion phases of the business cycle), then this rearranging 
operation can be done for each distinct state separately. In the empirical illustration 
below, we will show how this additional detail helps in highlighting the contrast in 
the relative forecasting performance between the business cycle phases. 

The newly suggested 𝑅 𝑀𝑆𝐹𝐸(+𝑅) metrics is a natural complement to the CSSFED 
measure. The latter helps identify influential observations that contribute the most to 
point estimates of the average relative forecast accuracy of the competing models, 
whereas the former determines the magnitude of the effect these influential 
observations exert on these estimates. 

Very often relative forecasting accuracy is measured using the ratio of root mean 
squared forecast errors (RMSFE). It is straightforward to modify Equation (2) in order 
to define the recursive relative root MSFE (based on rearranged observations) or 𝑅 𝑀𝑆𝐹𝐸 (+𝑅): 

𝑅 𝑀𝑆𝐹𝐸(+𝑅) /[ ,..., ,..., ] = ∑ 𝑒 ,∑ 𝑒 , − 1 (3),

where observations are rearranged in the same order as in Equation (2). 
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Figure 4 
GDP growth  
(actual values and forecasts) 

6 RESULTS 

In this section, we compare the forecasting performance of the DFM specified in 
Section 3 with that of a historical mean model (HMM). Our choice of the HMM as a 
benchmark model over the more widely used AR(2) model (ARM) in similar exercises 
(Carriero et al. (2015)) is motivated by the following considerations. First, the HMM 
forecasts are easy to compute and they are equally easy to communicate to the general 
public. Second, the HMM offers forecasting performance that is rather similar to that 
of the ARM for most of the observations during expansions and is typically better 
than the ARM during sharp upswings in the GDP growth during recovery periods 
when, by construction, the ARM forecasts underestimate outturns, as these are based 
on the strongly negative values from the preceding recession period. Third, the ARM 
model does not pass the COVID-19 test in the sense that, when estimated on the 
sample ending in the second quarter of 2020, the model coefficient values underwent 
a drastic change so as to imply an explosive model dynamics. As a result, the AR(2) 
model predicts strongly negative growth of –17.8 percentage points in the third quarter 
of 2020 as opposed to the actual GDP growth outturn of 12.7 percentage points. In 
contrast, the HMM-based forecast for the third quarter of 2020 is 0.2%. Forecasts 
based on all three models and the corresponding GDP growth outturns are provided 
in Figure 4. 

In any case, it is not that important which benchmark model is chosen for evaluation 
of relative forecast accuracy during recessions, as the previous research suggests that 
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if a sophisticated multiple-indicator model has any edge over benchmark models in 
terms of its OOS predictive ability at all than it is during recessions (Chauvet and 
Potter (2013); Siliverstovs (2020); Siliverstovs and Wochner (2020)). In real-life 
decision-making, one also rarely relies on forecasts produced by univariate 
benchmark models, as often the soft information like rumours or stories helps sensing 
economic distress in the air; moreover, the hard information from high-frequency non-
traditional and alternative indicators can be readily incorporated into the forecast 
generation. The choice of a more robust benchmark model gains in prominence during 
economic expansions when forecasts from benchmark models are hard to beat 
(Chauvet and Potter (2013)). 

It is also worthwhile mentioning that the DFM coefficient estimates underwent some 
changes when the observations for the second and third quarters of 2020 were 
included in the estimation sample. Even in the presence of these changes, the DFM 
model was still able to produce a forecast for the third quarter of 2020 that was much 
closer to the outturn than the ARM forecast, as discussed above. The results reported 
in this section are based on the recursively estimated coefficients of the DFM. We, 
however, verify the robustness of this approach by generating forecasts from the DFM 
using coefficient estimates frozen at the pre-COVID period values. The latter 
approach was also taken in the real-time nowcasting project implemented at the 
Federal Reserve Bank of New York (Giannone et al. (2017)) based on a dynamic 
factor model described in Bok et al. (2018). 

The point estimates of forecast accuracy are reported in Tables 2 and 3 for the full 
OOS and the pre-COVID OOS ending in the fourth quarter of 2019. Upon comparing 
these two tables, one can make the following conclusions on the effect of extending 
the OOS with the COVID period. First, the values of MSFE substantially increased 
for all models for the full period as well as for the recessions. For example, for the 
DFM model we observe a more than 10-fold increase in MSFE for the full period and 
an about 15-fold increase during recessions. Second, the relative improvement of the 
DFM over the HMM did not change that much. The 𝑟𝑀𝑆𝐹𝐸 /  reported for the 
full sample practically remained the same, indicating a reduction in MSFE of about 
60%, and it slightly dropped from −0.731 observed for the recessionary periods in 
the pre-COVID period to −0.631 for all the recessions, including the COVID period. 
Third, the HMM delivers the highest forecast accuracy during expansions. Both the 
DFM and ARM report MSFEs about 33% and 22% higher than the HMM. Fourth, the 
inclusion of the COVID period in the OOS changed the relative ranking of the ARM 
and HMM models during recessionary sub-periods. In the pre-COVID period, the 
ARM reported MSFE about 9% lower than the HMM, while for the full set of 
recessions the ARM model fared much worse than the HMM, reporting an increase in 
MSFE by about 200%. Based on these observations, the HMM appears a better 
candidate for the role of a benchmark model. Compared to the ARM, it yields lower 
MSFEs in expansions (in fact, the lowest MSFEs in expansions) and is less affected 
by the extreme swings in the GDP growth rate observed during the COVID pandemic 
period. 
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Table 2 
Forecast accuracy  
(Q1 2006–Q3 2020) 

Model     Full sample     Expansions     Recessions 
MSFE rMSFE MSFE rMSFE MSFE rMSFE 

HMM 5.859 0.000 0.066 0.000 24.482 0.000 
DFM 2.209 –0.623 0.088 0.333 9.030 –0.631
ARM 17.944 2.062 0.080 0.221 75.365 2.078
Note: rMSFE is computed using the HMM model as the benchmark. 

Table 3 
Forecast accuracy  
(Q1 2006–Q4 2019) 

Model     Full sample     Expansions     Recessions 
MSFE rMSFE MSFE rMSFE MSFE rMSFE 

HMM 0.474 0.000 0.066 0.000 2.146 0.000 
DFM 0.184 –0.613 0.088 0.333 0.577 –0.731
ARM 0.449 –0.053 0.080 0.221 1.959 –0.087
Note: rMSFE is computed using the HMM model as the benchmark. 

The nominal and relative forecasting performance summarised in Tables 2 and 3 is 
based on the averages reported for the full period as well as for its expansionary and 
recessionary sub-periods. An additional insight into the role of individual observations 
can be gained from the recursive forecast evaluation metrics discussed in Section 5. 

The SFED computed for each observation in the OOS is reported in the upper panel 
of Figure 5 for the DFM and HMM. The largest differences in squared forecast errors 
are observed in the fourth quarter of 2008 and the first quarter of 2009 during the GFC 
period and in the second and third quarters of 2020 during the COVID pandemic. The 
corresponding 𝐶𝑆𝑆𝐹𝐸𝐷 /  is shown in the lower panel of the figure. The 
displayed CSSFED is characterised by stepwise jumps in these quarters and it 
conspicuously displays how the difference in forecasting accuracy cumulated over 
time. Observe that at this scale improvements in the forecast accuracy of the DFM as 
compared to the HMM during the European Debt Crisis are barely noticeable. 



GAUGING THE EFFECT OF INFLUENTIAL OBSERVATIONS ON MEASURES OF RELATIVE FORECAST 
ACCURACY IN A POST-COVID-19 ERA: APPLICATION TO NOWCASTING EURO AREA GDP GROWTH 

 1/2021 

16

Figure 5 
SFEDDFM/HMM and CSSFEDDFM/HMM 

𝑅 𝑀𝑆𝐹𝐸(+𝑅) suggested in this paper is displayed in the lower panel of Figure 6. 𝑅 𝑀𝑆𝐹𝐸(+𝑅) is based on the observations rearranged according to the phase of the 
business cycle and the absolute value of SFED and is displayed in the upper panel of 
the figure. The observations in the expansionary phase (NRM) of the business cycle 
are shown in red. The last red dot in the 𝑅 𝑀𝑆𝐹𝐸(+𝑅) sequence indicates the value 𝑟𝑀𝑆𝐹𝐸 / = 0.333 reported in Table 2 for expansions. The displayed 𝑅 𝑀𝑆𝐹𝐸(+𝑅) sequence makes it clearly visible how the superiority of the benchmark 
model in terms of the forecasting ability observed during expansionary periods is 
gradually eroded as one adds observations from the recessionary periods. The last dot 
in the 𝑅 𝑀𝑆𝐹𝐸(+𝑅) sequence corresponds to 𝑟𝑀𝑆𝐹𝐸 / = −0.623 reported 
in Table 2 for the full sample. 

It is interesting to observe that all but one recessionary observations contributed to 
lowering of the relative MSFE. The marginal effect of this one observation in the first 
quarter of 2020 (i.e. the first quarter of the COVID pandemic) that seemingly counter-
intuitively moves the relative MSFE in the opposite direction deserves an explanation, 
especially given that the DFM produced a lower squared forecast error at this data 
point, i.e. 𝑆𝐹𝐸𝐷 / , = 14.7 − 16.9 = −2.2 < 0. 
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Figure 6 
Rearranged Absolute SFEDDFM/HMM and R2MSFE(+R)DFM/HMM 

Note: The recursive relative MSFE is based on the absolute SFEDs arranged in the ascending order within 
each business cycle phase (expansions and recessions). 

The marginal change in 𝑟𝑀𝑆𝐹𝐸 /  caused by an additional data point can be 
decomposed as follows: 𝑟𝑀𝑆𝐹𝐸 / − 𝑟𝑀𝑆𝐹𝐸 / = ∑ �̂� ,∑ �̂� , − 1 − ∑ �̂� ,∑ �̂� , − 1 =

= ∑ �̂� ,∑ �̂� , + �̂� , + �̂� ,∑ �̂� , − ∑ �̂� ,∑ �̂� , =
= ∑ �̂� ,∑ �̂� , + �̂� , − ∑ �̂� ,∑ �̂� ,

  

+ �̂� ,∑ �̂� ,
  

.
As can be seen, the total effect depends on the two terms acting in different directions, 
such that the sign of 𝑟𝑀𝑆𝐹𝐸 / − 𝑟𝑀𝑆𝐹𝐸 /  depends on which partial effect 
prevails. The sign of the change in relative MSFE does not always conform with the 
sign of 𝑆𝐹𝐸𝐷 / ,  as it is always the case with changes in CSSFED (see Figure 5). 
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7 COVID-19 AND STABILITY OF COEFFICIENT ESTIMATES 

In the introduction, we mentioned that the large swings in the GDP growth rate 
observed during the COVID-19 period could not be easily accommodated by 
econometric models; therefore, in order to avoid deterioration in their forecast 
accuracy during these turbulent times, some ad hoc amendments are necessary to 
correct for these potentially detrimental consequences (Lenza and Primiceri (2020)). 
In this section, we verify whether such considerations apply to the DFM used in this 
study. 

The rest of this section is organised as follows. First, we report model coefficient 
estimates using an expanding window that rolls over the COVID-19 period. We focus 
particularly on the estimates of the autoregressive parameter 𝜙 in the equation for the 
common factor 𝑓  and the factor loading coefficient 𝛽 in the equation of the variable 
of our main interest (GDP) and the loading coefficients 𝜆  to each of the auxiliary 
monthly indicators 𝑖 ∈ {𝐼𝐼𝑃,𝐸𝑋𝐼,𝐸𝑋𝐽, 𝐼𝑂𝑅,𝐸𝑆𝐼}. Second, we freeze the coefficient 
values at their estimates when targeting GDP growth in the fourth quarter of 2019 
(i.e. the last quarter in the pre-COVID period) and use these coefficient values to 
generate forecasts of the GDP growth rate in the COVID period. This approach of 
freezing coefficient values at their pre-COVID estimates in response to the 
extraordinary movements in the US GDP data in the second and third quarters of 2020 
was, for example, adopted in the nowcasting model of the Federal Reserve Bank of 
New York (Bok et al. (2018)) as well as in the resuscitated mixed-frequency Bayesian 
VAR model (Schorfheide and Song (2020)). Third, by comparing the forecast 
accuracy from the model with recursively estimated coefficients and the model with 
frozen coefficients we can determine which approach resulted in better forecast 
accuracy. 

The DFM coefficient values that were recursively estimated are reported in Table 4. 
As anticipated, inclusion of observations of the auxiliary monthly variables over the 
months of the second quarter of 2020 in the estimation period results in noticeable 
changes in the values of the estimated coefficients. The autoregressive coefficient 
measuring factor persistence decreased, whereas all the loading coefficients (𝛽 and 𝜆 ’s) substantially gained in their value. This observation is in line with the argument 
that the large and synchronous swings in the auxiliary indicators improved the 
identification of the latent factor. Next, we verify whether these changes in the 
coefficient estimates result in more accurate forecasts during the COVID period 
compared with the forecasts generated from the model with frozen estimates. 
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Table 4 
Recursively estimated coefficients 

Target quarter   IIP EXI EXJ IOR ESI

Q4 2019 coefficient 0.8192 0.1496 0.2547 0.2589 0.2020 0.2500 0.0660
SE 0.0397 0.0195 0.0370 0.0374 0.0370 0.0369 0.0057

Q1 2020 coefficient 0.8092 0.1595 0.2727 0.2815 0.2205 0.2683 0.0700
SE 0.0440 0.0214 0.0412 0.0417 0.0403 0.0406 0.0067

Q2 2020 coefficient 0.1570 0.5337 0.8439 0.7910 0.7013 0.7709 0.2211
SE 0.0629 0.0664 0.0447 0.0434 0.0472 0.0469 0.0110

Q3 2020 coefficient 0.2834 0.4933 0.8210 0.7727 0.6962 0.7590 0.2260
SE 0.0581 0.0392 0.0435 0.0418 0.0451 0.0452 0.0113

Note: Model coefficients were estimated using an expanding window of observations starting in the first 
quarter of 1995 and ending in the target quarter. At each forecast origin, the value of GDP growth for the 
previous quarter was included in the information set. 

The DFM forecasts generated using the recursively estimated coefficients and the 
coefficients frozen at their pre-COVID estimates are shown in Table 5 together with 
the actual GDP growth figures reported in the latest vintage at our disposal. When 
forecasting the GDP growth in the fourth quarter of 2019, the forecasts are identical 
since these are based on the same coefficient values. For the first quarter of 2020, the 
forecasts are so close that these cannot be distinguished at this level of rounding. The 
differences become noticeable when forecasting the GDP growth in the second and 
third quarters of 2020. The forecasts based on frozen coefficients are more 
conservative, whereas the forecasts from the recursively estimated model turned out 
to be closer to the outturn values. Thus, the DFM copes successfully with the structural 
changes in the values of its coefficient estimates caused by extreme swings in the data 
during the COVID period and produces forecasts that are superior to forecasts based 
on frozen parameter estimates. 

Table 5 
GDP outturns and forecasts in the last four quarters of the OOS period 

Target quarter DFM forecasts using GDP growth
recursive estimates frozen estimates outturn

Q4 2019 0.4 0.4 0.0
Q1 2020 0.1 0.1 –3.7
Q2 2020 –4.8 –3.7 –11.8
Q3 2020 5.1 2.7 12.7
Note: DFM forecasts obtained using recursive estimates is a subset of the forecasts analysed in the main text. 
DFM forecasts obtained using frozen estimates are forecasts generated by the model with parameters frozen 
at their pre-COVID values (namely, at those of the fourth quarter of 2019). 
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8 CONCLUSIONS 

In this paper, we presented the results of forecasting the euro area GDP growth over 
the period from the first quarter of 2006 to the third quarter of 2020, paying a special 
attention to the models' forecasting performance during the COVID-19 pandemic. 
Extremely large swings in the GDP growth rate observed in the second and third 
quarters of 2020 imply that the forecast errors of the econometric forecasting models 
for these quarters are also highly likely to be extraordinarily large. Undoubtedly, these 
large forecast errors exert very large leverage on the forecast accuracy metrics based 
on averages of squared forecast errors and their differentials. In order to avoid bias 
when ranking models based on their forecast accuracy, it is better to rely on recursive 
forecast evaluation metrics that dissect a model's forecasting performance observation 
by observation. The recursive metrics, referred as the cumulative sum of squared 
forecast error difference (CSSFED) suggested in Welch and Goyal (2008), allows to 
detect influential observations that are usually pivotal in ranking models based on 
their average forecasting performance. 

We introduce another recursive forecast evaluation metrics in this paper, 𝑅 𝑀𝑆𝐹𝐸(+𝑅), that is complementary to the CSSFED metrics. Its main purpose is to 
directly track changes in relative forecast accuracy caused by such influential 
observations. When used together, these two metrics enable a better understanding of 
the sources and causes of one model's forecasting supremacy over its competitors as 
well as the timing when this happens. It also allows to gauge the robustness of the 
models' relative ranking to omission of one or several influential observations. 

We illustrate the usefulness of such recursive metrics as CSSFED and 𝑅 𝑀𝑆𝐹𝐸(+𝑅) 
when forecasting the euro area GDP growth during the COVID-19 pandemic as well 
as the two previous recessionary periods covered by our data sample. It turned out that 
the DFM used for generating forecasts successfully coped with the data challenges 
posed by the COVID-19 pandemic. The forecasts based on the recursively estimated 
coefficients proved out to be much closer to the outturns of GDP growth in the second 
and third quarters of 2020 than the forecasts based on the coefficients frozen at their 
pre-COVID period values (see Schorfheide and Song (2020) for their experience 
when forecasting the US economic growth during the COVID-19 pandemic). 
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